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Abstract 
Personalized search is an essential research area that has main goal to determine the uncertainty of 

query terms. In order to enhance the relevance of search results, personalized search engines form 

user profiles which is captures the users’ personal preferences and by using those preference find out 

the actual goal of the input query. By using User profile we can rank the documents in a search 

engine according to the query which is submitted by user. A better user profiling strategy is an 

important and primary component in search engine personalization. Many researches are developed 

for the personalized search based on the user profile in recent years. Our early work, proposed a 

novel technique i.e., Link-Click-Concept based Ranking Algorithm. In this work, The Link-Click-

Concept user profiling strategy extracts user’s conceptual preferences from user’s click through data 

resulted from the web search. These preferences are used to rank the pages in a search engine. The 

LC2R Method is robust, and generic but the query results vary from location to location. Then this 

research adopts LC2R method in the area of location. The user location is a major factor for 

determining search results relevancy. So a Location-based Ranking Method (LBRM) is proposed to 

know the location effects of the queries. It ranks the search results by considering the similarity 

between the location and retrieved pages. In addition, users’ locations (positioned by GPS) are used 

to complement the location concepts in LBRM. 
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Introduction 

The Link-Click-Concept user profiling strategy extracts user’s conceptual preferences from 

user’s click through data resulted from the web search. These preferences are used to rank 

the pages in a search engine. The LC2R Method is robust and generic but the query results 

vary from location to location. Then this research adopts LC2R method in the area of 

location. The user location is a major factor for determining search results relevancy. So a 

Location-based Ranking Method (LBRM) is proposed to know the location effects of the 

queries. It ranks the search results by considering the similarity between the location and 

retrieved pages. In addition, users’ locations (positioned by GPS) are used to complement the 

location concepts in LBRM. 

The similarity value between the locations and retrieved pages is computed and derived via 

two databases Page-location Database and Location-page Database for similarity 

identification. The frequent retrieval patterns are retrieved by calculating the support value. 

The support value represents the frequent occurrence of retrieved pages from the particular 

location. Based on the frequent occurrences the weighted score is estimated for the patterns 

and the search patterns are ranked based on the highest weighted score. Hence the proposed 

LBRM rank the pages based on the location effect of the queries which is more significant 

for improving the performance of search engine.  

 

Related Work 

To rank the search more efficiently based on location effects in the search engine Location-

based Ranking Method (LBRM) is proposed. Users submitted their queries in different 

location and they retrieve different results. In this research work location of user is also 

considered to rank the search results. This research work consists of three modules. Initially 
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user submitted their queries from a particular location and 

the user locations are identified by the geographic 

information and obtain the user locations. Then the 

similarity is determined between the user location and 

retrieved pages. For the identification of similarity two 

databases namely Page Location Database (PLD) and 

Location Page Database (LPD). The computation of 

support values retrieves the frequent retrieval patterns. This 

support values represent the frequent occurrences of the 

retrieved pages from a particular location. Based on the 

support values the weight of web page is assigned and the 

web pages are ranked according to the highest weighted 

score. 

The main aim of the similarity identification process is to 

compute the similarity between the location and retrieved 

pages automatically from the database. The database 

consists of various information including for a particular 

page which location is retrieved this page and for a given 

location, identified which pages are retrieved. This 

information is utilized to determine which location and 

pages are similar. The geographic information is used to 

find the particular location of a user. A similarity score is 

assigned to every pair of pages or locations. 

 

A. LBRM User Profiling Strategy 

Input:  

Page Set𝑃 = {𝑝1, 𝑝2, … 𝑝𝑘}, Query set 𝑄 = {𝑞1, 𝑞2, … 𝑞𝑛}, 

Location set of the users 𝐿 = {𝑙1, 𝑙2, … 𝑙𝑚} 

 

Output: 

Ranking of search results 

Step 1: Using the geographic information the location is 

determined for the queries 

 

Step 2: Calculate the similarity among the retrieved pages 

and location 

 

Step 3: Calculate the location similarity 

 

𝑠𝑖𝑚(𝑙1, 𝑙2) =
∑ 𝑀𝑎𝑥𝑆𝑖𝑚(𝜌, Γ𝑙1

) + ∑ 𝑀𝑎𝑥𝑆𝑖𝑚(𝜚, Γ𝑙2
)𝜚∈Γ𝑙2𝜌∈Γ𝑙1

|Γ𝑙1
| + |Γ𝑙2

|
 

Γ𝑙1
andΓ𝑙2

represents the two page sets, M𝑎𝑥𝑆𝑖𝑚(𝑒, 𝐸) =

𝑀𝑎𝑥𝑒′∈𝐸𝑠𝑖𝑚(𝑒, 𝑒′) indicates the maximum similarity 

among e and element in E. 

Step 4: Calculate the page similarity 

 

𝑠𝑖𝑚(𝑝1, 𝑝2) = 1 −
∑ 𝑀𝑖𝑛𝑆𝑖𝑚(𝛽, Ω𝑝2

) + ∑ 𝑀𝑖𝑛𝑆𝑖𝑚(𝜔,𝜔∈Ω𝑝2
Ω𝑝1

)𝛽∈Ω𝑝1

|Ω𝑝1
| + |Ω𝑝2

|
 

 

Ω𝑝1
andΩ𝑝2

 denotes the set of pages, 𝑀𝑖𝑛𝑆𝑖𝑚(𝑒, 𝐸) =

𝑀𝑖𝑛𝑒′∈𝐸𝑠𝑖𝑚(𝑒, 𝑒′)represents the minimum similarity 

between e and E. 

Step 5: Create the patterns that includes retrieved pages𝑃 =
{𝑝1, 𝑝2, … 𝑝𝑘}, 𝑄 = {𝑞1, 𝑞2, … 𝑞𝑛} and user locations𝐿 =
{𝑙1, 𝑙2, … 𝑙𝑚} 

Step 6: Calculate the support value to find the frequent 

access pattern 

𝑆𝑢𝑝(𝑃) =
𝜎(𝑙𝑖 , 𝑝𝑗)

|𝐺|
 

G denotes the set pair with the pages and locations. The 

frequency of occurrence of the search of a particular 

location is denoted by 𝜎(𝑙𝑖 , 𝑝𝑗). The frequent access pattern 

is determined by comparing the patterns with the minimum 

support value. The minimum support value is greater than 

the pattern then is termed as frequent access pattern.  

 

Step 7: Calculate the pattern similarity 

 

𝑝𝑠(𝑃𝑢 , 𝑃𝑣) = {
0, 𝑖𝑓 𝑢 < 1 𝑜𝑟𝑣 < 1

𝑠𝑖𝑚(𝑙1, 𝑙2) + 𝑠𝑖𝑚(𝑝1, 𝑝2) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

The similarity among the locations 𝑙1 and 𝑙2is indicated as 

𝑠𝑖𝑚(𝑙1, 𝑙2) and the similarity among the pages 𝑝1and 𝑝2is 

denoted by 𝑠𝑖𝑚(𝑝1, 𝑝2). 

Step 8: Calculate the weighted score for the pattern 

 

𝑊𝑆(𝑃𝑢, 𝑃𝑣) = ∑ 𝑝𝑠(𝑃𝑢𝑚−𝑗
, 𝑃𝑣𝑛−𝑗

max(𝑚,𝑛)−1

𝑗=0

) × 𝑤max(𝑚,𝑛)−𝑗 × sup(𝑃𝑢) 

 

𝑝𝑠(𝑃𝑢 , 𝑃𝑣)denotes the pattern similarity and W represents 

the weight of the pattern. Based on the weight score the 

pages are ranked.  

 

Experimental Results 
In this section the performance of the LC2R methods is 

evaluated and compared with the Location Based Ranking 

method (LBRM) with different user profiling strategies. 

The LC2R is compared with the LBRM in terms of 

precision, recall, precision-recall, F-Measure,∆Similarity, 

Average Relevant Rank and Exponential Ration.  

 

Precision 

Precision is briefly explained in Chapter 3. The comparison 

of the precision and recall values LC2R and LBRM 

methods with different profiling strategies are given in 

Table 3. 
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Table 3.1: Comparison of Precision and Recall 
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5 0.8953 0.8860 0.9073 0.9478 0.9271 0.9629 0.8897 0.8804 0.8919 0.9359 0.9267 0.9568 

10 0.8728 0.8558 0.8841 0.9186 0.9003 0.9458 0.8634 0.8539 0.8689 0.9112 0.9009 0.9356 

15 0.8410 0.8346 0.8600 0.8980 0.8733 0.9156 0.8362 0.8321 0.8509 0.8855 0.8766 0.9085 

20 0.8171 0.8063 0.8339 0.8749 0.8457 0.8930 0.8119 0.8024 0.8322 0.8709 0.8433 0.8899 

25 0.8091 0.7921 0.8168 0.8691 0.8347 0.8810 0.7875 0.7740 0.8084 0.8455 0.8232 0.8698 

Figure 3.1 shows that the comparison of retrieval precision and recall values made between LC2R and LBRM with different 

profiling strategies. 

 
 

Fig. 3.1: Comparison of Precision 
 

Figure 3.1 shows that comparison of precision between 

LC2Rand LBRM with different profiling strategies. X axis 

be elected by the number of queries and Y axis be elected 

by precision value. In figure 3.1, if the number of queries is 

5, the retrieval precision of LC2R with SpyNB ranking 

approach is 0.9073 and LBRM with SpyNBis 0.9629. 

While the number of queries is 10 the corresponding 

retrieval precision of LC2RSpyNB is 0.8841 and LBRM 

withSpyNB is 0.9458. The retrieval precision of LC2R with 

SpyNB is 0.8600 andLBRM with SpyNB is 0.9156 while 

number of queries is 15. If number of queries is 20, then the 

respective retrieval precision of LC2R with SpyNB is 

0.8339 andLBRM with SpyNB is 0.8930. The retrieval 

precision of LC2R with SpyNB is 0.8168 andLBRM with 

SpyNB is 0.8810 when subset size is 25. This result 

illustrates that the LBRM with SpyNBhas high retrieval 

precision. 

 

Recall  

Figure 3.2 shows that the comparison of retrieval recall 

values made between LC2R and LBRM with different 

profiling strategies.
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Fig. 3.2: Comparison of Recall 

 

Figure 3.2 shows that comparison of recall between LC2R 

Ranking and LBRMwith different profiling strategies. X 

axis be elected by the number of queries and Y axis be 

elected by recall value. In figure 3.2, if the number of 

queries is 5, the retrieval recall of LC2R with SpyNB 

ranking approach is 0.8919 and LBRM with SpyNB is 

0.9568. While the number of queries is 10 the 

corresponding retrieval recall of LC2R with SpyNB is 

0.8689 and LBRM with SpyNB is 0.9356. The retrieval 

recall of LC2R with SpyNBis 0.8509 andLBRM with 

SpyNB is 0.9085 while number of queries is 15. If number 

of queries is 20, then the respective retrieval recall of LC2R 

with SpyNB is 0.8322 andLBRM with SpyNB is 0.8899. 

The retrieval recall of LC2R with SpyNB is 0.8084 

andLBRM with SpyNB is 0.8698 when subset size is 25. 

This result illustrates that the LBRM with SpyNBhas high 

retrieval recall. 

 

Precision- Recall  

The connection among the precision and recall may be 

located. It is in briefly explained in chapter 3.The contrast 

of the precision-recall values for LC2R and LBRM with 

different profiling strategies are given in Table 3.3. 

 

Table 3.3: Comparison of Precision-Recall 
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LC2R LBRM 
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0.2 0.8923 0.8805 0.9083 0.9486 0.9202 0.9608 

0.4 0.8778 0.8639 0.8873 0.9294 0.9043 0.9520 

0.6 0.8535 0.8472 0.8652 0.9066 0.8856 0.9306 

0.8 0.8359 0.8290 0.8450 0.8957 0.8661 0.9128 

1 0.8189 0.8007 0.8206 0.8783 0.8444 0.8939 

Figure 3.3 shows that the comparison of retrieval precision-recall values made between LC2R and LBRM with different 

profiling strategies. 
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Fig. 3.3: Comparison of Precision-Recall 
 

Figure 3.3 shows that comparison of precision-recall 

between LC2R and LBRM with different profiling 

strategies. X axis represents the precision and Y axis 

represents recall value. In figure 4.3, if the precision is 0.2, 

the retrieval recall of LC2R with SpyNB ranking strategy is 

0.9083 and LBRM with SpyNB is 0.9608. When the 

precision is 0.4 the corresponding retrieval recall of LC2R 

with SpyNB is 0.8873 and LBRM with SpyNB is 0.9520. 

The retrieval recall of LC2R with SpyNB is 0.8652 

andLBRM with SpyNB is 0.9306 while precision is 0.6. If 

precision is 0.8, then the respective retrieval recall of LC2R 

with SpyNB is 0.8450 andLBRM with SpyNB is 0.9128. 

The retrieval recall of LC2R with SpyNB is 0.8206 

andLBRM with SpyNB is 0.8939 when precision is 1. This 

result illustrates that the LBRMwith SpyNBhas high 

retrieval precision-recall. 

 

Conclusion 
In this chapter the location of the user is considered for 

ranking the search results. The LBRM user profiling 

strategy is fast, robust, and generic but the query results 

vary from one location to another location. The user’s 

location is a major factor for determining search results 

relevancy. So in addition to the LC2R user profiling 

strategy, Location-based Ranking Method (LBRM) is 

proposed to know the location effects of the queries. It 

ranks the search results by considering the similarity 

between the location and retrieved pages. Hence the 

proposed LBRM performs better than the LC2R method. 

The experimental results prove that the proposed LBRM 

has high precision, recall, precision-recall, F-Measure, ∆ 

similarity, Average Relevant Rank and Exponential ratio.  
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