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Abstract 
Aspect Based Sentiment Analysis (ABSA) systems receive as input a set of texts (e.g.,product 

reviews or messages from social media) discussing a particular entity (e.g., a new model of a mobile 

phone). The systems attempt to detect the main (e.g., the most frequently discussed) aspects 

(features) of the entity (e.g., „battery‟, „screen‟) and to estimate the average sentiment of the texts per 

aspect (e.g., how positive or negative the opinions are on average for each aspect). Although several 

ABSA systems have been proposed, mostly research prototypes, there is no established task 

decomposition for ABSA, nor are there any established evaluation measures for the subtasks ABSA 

systems are required to perform. 
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Introduction 

Text mining 

Text mining could be a technique to search out significant patterns from the on the market 

text documents. Text mining, conjointly remarked as text data processing, is that the method 

of etymologizing high-quality data from text. 'High quality' in text mining typically refers to 

some combination of connectedness, novelty, and powerfulness [1]. High-quality data is 

often derived through the production of patterns and trends extracted or evaluated through 

the means that like applied math pattern learning. Text mining typically includes the method 

of structuring the input text (usually parsing, together with the addition of some derived 

linguistic options and also the removal of others, and ulterior insertion into a database), 

etymologizing patterns inside the structured knowledge, and at last analysis and 

interpretation of the output [3]. 

 

Stages of Text Mining Method 

Text mining methods have been utilized in the versatile applications, ranging from the data 

retrieval to the natural language processing applications. The Text mining application 

requires the multiple steps to be executed in the particular arrangement, which is shown in 

the following steps: 

1. Data Retrieval systems establish the documents in a very assortment that match a user‟s 

question. The foremost acknowledge IR systems are search engines like google that 

establish those documents on the globe wide net that are relevant to a collection of given 

words. 

2. Natural Language Process (NLP) one amongst the oldest and most troublesome issues 

within the field of computing. It's the analysis of human language in order that 

computers will perceive natural languages as humans do. This is usually done using the 

annotation documents with data like sentence boundaries, part-of-speech tags, parsing 

results, which might then be browse by the data extraction tools. 

3. Data Methoding (DM) the process of characteristic patterns in massive sets of 

knowledge. The aim is to uncover antecedently unknown, helpful information. Once 

employed in text mining, DM is applied to the facts generated by the data extraction 

section and places the results of our DM method into information which will be queried 

by the end-user via an acceptable graphical interface. The info generated by such queries 

may be delineated visually. 
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4. Data Extraction Method of mechanically getting 

structured knowledge from an unstructured language 

document. 

5. What to be compressed 

Different from the common news sentences, the 

compression model for the sentiment sentences aims to 

not only compress the redundancy in sentences, but 

also retain the polarity-related information, such as the 

polarity words needed to maintain the sentence‟s 

original polarity. 

 

How to compress 

Generally, there are two types of sentence compression 

methods that have been previously studied for common 

sentences the extractive method and the abstractive method. 

The extractive method preserves the essential content of the 

sentence by dropping certain unimportant words. The 

abstractive method compresses an original sentence by 

reordering, substituting, inserting, and removing its words. 

Clearly, the abstractive method requires more resources and 

is more complicated. More importantly, this type of method 

can easily change the original aspects or the polarity words, 

which are always treated as the important elements in the 

aspect-based sentiment analysis tasks. Therefore, focus on 

only the extractive approach to compress the sentiment 

sentences. A traditional sentence compression model 

deletes the unnecessary words and reserves the basic 

content, thus the primary elements for the sentiment 

analysis, such as the polarity words and aspects, are more 

likely to be dropped. Based on the above analysis, the 

principle for the sentiment sentence compression model is 

to reserve the sentiment-related words, besides reserving 

the basic content. 

 

Polarity Features 
The polarity feature polarity (.) indicates whether a word is 

a polarity word. One of the primary differences between the 

sentiment sentences and the common news sentences is that 

the former typically contain polarity words. In contrast to 

the perception (.), polarity words tend to be reserved 

because they are important and specific to the sentiment 

analysis. For example, if we delete “great” from the 

sentence “overall this is a great camera”, the sentence turns 

into an objective sentence without a sentiment orientation. 

In this paper, they treat polarity words as important 

features, considering that they are always considered as 

modifiers and can be easily removed using common 

sentence compression methods. 

 

Literature Survey 

Lee et al., 2002, [1] conferred temporary introduction is 

conferred on SVM and a number of other applications of 

SVM in pattern recognition issues. SVM are with success 

applied to variety of applications starting from face 

detection and recognition, object detection and recognition, 

written character and digit recognition, speaker and speech 

recognition, data and image retrieval, prediction and etc as 

a result of they need yielded wonderful generalization 

performance on several applied math issues with none 

previous information and once the dimension of input 

house is extremely high however failed to compare the 

performance results for same application. 

Lu et. Al, 2003, [6] conferred intimately our approach that 

uses SVM for classification and segmentation of an audio 

clip. The projected approach classifies audio clips into one 

in every of 5 classes: Pure speech, Music, setting sounds 

and silence. They have a tendency to area unit extending 

this work to include visual data to assist video content 

analysis, the result's additionally terribly satisfying. 

Denial I.Morariu et. Al, 2006, [7] Investigated 3 

approaches to make the economical meta-classifier. During 

this choose eight totally different SVM Classifiers. For 

every of the classifier changed the kernel, the degree of the 

kernel and input file illustration supported the chosen 

classifier calculate the higher limit of our meta- classifier 

that's ninety four.21 %. The goal of in progress work is to 

classify larger text knowledge sets. Additionally need to 

develop a pre classification of all documents, getting fewer 

samples. At the moment use the obtained samples as entry 

vectors for the already developed options choice and 

classification for internet mining applications, so as to 

extract and classified on-line news. 

Devi Prasad bhukya et al., 2010, [4] discusses and 

developed a singular technique to beat the foremost vital 

issues relating to processing i.e. Huge databases unit 

efficiency and measurability. This paper addresses these 

issues by proposing the data classification methodology 

practice AVL trees that boosts the quality and stability. 

Researchers from various disciplines like statistics, 

machine learning, pattern recognition, and processing 

thought of the matter of building a alternative tree from the 

out there information. Specifically, authors ponder a 

scenario among that authors apply the multi level mining 

methodology on the information set and show but the 

planned approach tend to grant the economical multiple 

level classifications of monumental amounts of 

information. 

Krishnlal G et. Al., 2012, [4] the intelligent news classifier 

is developed and experimented with on-line news from net 

for the class sports, finance and politics. The noval 

approach combining 2 powerful algorithms, Hidden 

mathematician Model and Support vector machine, within 

the on-line news classification domain provides very 

sensible result compared to existing methodologies. By the 

introduction of many preprocessing techniques and also the 

application of filters.  

 

Comparative Analysis of technique 
 

Year Technique Pros Cons 

2002 SVM Easy to evaluate Time is More 

2003 SVM for classification and 

segmentation 

Bit complex that pure SVM More Time to Calculate 

2006 Totally different SVM Classifiers Very less Complex than previous more time 

2010 Data classification methodology 

practice AVL trees 

Better approach than SVM Time is more than SVM 

2012 Hidden mathematician Model and 

Support vector machine 

Performs better accuracy Less Time But more length 

procedure 

2015 Based on neural networks accuracy of the developed parser procedure Need to have further extended 
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neural Turing machines 

2015 Based on optimization technique it is particularly useful when tested across domains 

(up to more than 4% absolute improvement for both 

languages 

Need to have hierarchical 

multi-label classifiers for the 

full task 

2016 Technique is based on SVO it calculates the score for the sentences using the title 

of the 

Can be futher enhanced for 

more testing for different texts. 

2014 It is based on Dependency-Based Rules 

for Concept-Level Sentiment Analysis 

concept-level sentiment 

analysis aims to go beyond a mere word-level analysis 

of text and provide novel approaches to opinion 

mining and sentiment 

analysis 

shift to the exclusive use of 

semantics and, hence, better 

mimic the way we process 

language as human text 

processors 

2015 platform for extraction and 

summarizing of opinions expressed by 

users in tourism 

The proposed system extracts hotel reviews from 

internet and classifies them, using an opinion mining 

technique 

performance could be the use 

of an ontology, 

 

Problem Definition 

In current research paper they have studied sentiment based 

compression for the sentences occurred on various review 

and other social media over to the internet.  

We want this work to further extends the work by 

considering aspect based sentiment analysis.  

In current research applying the sentiment analysis 

algorithm on the incorrectly compressed sentences, we 

observe a special 

kind of error “Compression Error”, which accounts for 

20.34%. 

The ratios of the “Algorithm Error” are comparative when 

applying the sentiment analysis algorithm on the correctly 

compressed sentences (15.64%) and the incorrectly 

compressed sentences (17.80%). 

 

Conclusion 

Sentence compression for Aspect based sentence 

compression is the best suited procedure for compressing 

the sentence. In this type of compression the sentiments of 

the sentence will not be lost. Also the aspect search based 

sentiment analysis for poative and negative feedback will 

be in benefit of the customer who has interest in buying the 

same product. 

 

Future work  
In current research sentiment based compression is 

performed on to the people review so that the storage space 

can be reduced. But further we can extend this work to 

identify the most occurring aspect in all the reviews of 

shopping website. And identify the positive, negative 

results. 
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