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Abstract 
In this paper, the overviews of the Sentiment Analysis techniques are surveyed. It is challenging to 

understand the latest trends and summaries the state or general opinions about products due to the big 

diversity and size of social media data and this creates the need of automated and real time opinion 

extraction and mining. Mining online opinion is a form of sentiment analysis that is treated as a 

difficult text classification task. In this paper, we explore the role of text pre-processing in sentiment 

analysis, and report on experimental results that demonstrate that with appropriate feature selection 

and representation, sentiment analysis accuracies using support vector machines (SVM) in this area 

may be significantly improved. The level of accuracy achieved is shown to be comparable to the ones 

achieved in topic categorization although sentiment analysis is considered to be a much harder 

problem in the literature. 
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Introduction 

Sentiment analysis in reviews is the process of exploring product reviews on the internet to 

determine the overall opinion or feeling about a product. Reviews represent the so called 

user-generated content, and this is of growing attention and a rich resource for marketing 

teams, sociologists and psychologists and others who might be concerned with opinions, 

views, public mood and general or personal attitudes. 

With the increasing importance of social media information in every domain of today’s 

digital age from algorithmic trading and product recommendations to politics, there is a 

tremendous amount of research work going on in the field of sentiment analysis and opinion 

mining which is taking us leaps and bounds with the advent of Big Data platforms and tools. 

The amount of data that could be gathered processed and stored cheaply and effectively is 

increasing at an exponential rate with the advent of Hadoop and other related massively 

parallel platforms and tools. Our work aims at studying the importance of pre-processing in 

the age of big data where storage and processing of unstructured data is as simple as 

processing structured data.  

So why do we have to pre-process the data if Hadoop and other big data tools support 

handling unstructured data effectively? If required what kind of pre-processing are we 

talking about and how different it is from the pre-processing that we do in a regular KDD 

process? What kind of tools work well in such a scenario and how it is done effectively on 

such a huge volume of data? Since most of the tools in the Hadoop Ecosystem fundamentally 

works on the basis of the Map Reduce paradigm (which is a batch processing model), how 

well do they handle the pre-processing of data that is arriving at a faster rate, like Twitter 

feeds or posts from Facebook users? How do we handle the velocity part of the Big Data 

problem? Are the tools of the past no longer valid for these purposes due to the huge volume, 

variety and velocity of data? These are some of the questions that we are trying to answer. 

The objective of this work is to identify the best framework or set of tools to pre-process the 

data from a social networking site like twitter. Even though most of the algorithms for 

mining big data are found to be supporting unstructured data and also found to be robust to 

variations in data formats and structure, we stress the importance of pre-processing data as its 

advantages are found to be many-folded. First it lets us understand the unstructured data that 

we are dealing with in a better way. Second it helps in dimensionality reduction thereby 
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eliminating a lot of unnecessary features from being 

handled and in some cases making In-Memory processing 

of data possible resulting in a huge reduction of I/O 

overhead. Third it allows answering the Value and Veracity 

part of the Big Data paradigm. Finally it allows us to fine 

tune the data model according to the processing 

requirements making it much more reliable and accurate.  

The research paper is organized as follows. The second 

section deals with the review of literature analyzing the 

existing techniques for pre-processing of social networking 

data especially twitter feeds. The next section discusses the 

various pre-processing techniques and the requirements for 

processing social media data and what kind of output is 

being expected from such a pre-processing framework and 

also discusses the importance of stop words and emoticons 

as a special case with respect to twitter data. Section 4 

discusses about the Stanford Twitter Dataset, the Twitter 

API and provides an overview of obtaining feeds using the 

Twitter API. Section 5 explains in detail the various parts 

of the pre-processing framework architecture and about the 

tools and techniques that are found to be suitable for the 

same. Section 6 deals with the various platforms and tools 

that could be employed to handle the pre-processing of 

twitter data and a discussion about their possible 

effectiveness from a theoretical stand point. It also deals 

about the experimental setup and the various parameters 

considered during the pre-processing phase. Section 7 deals 

with results and discussion. Section 8 concludes the paper 

providing a summary of the work and highlighting some 

future research directions. 

 

Preprocessing 

Pre-processing of Twitter data is completely different from 

the pre-processing done for KDD process in regular text 

datasets. Tweets are very small by themselves (atmost 140 

characters) and because of this users tend to use a different 

slang or acronyms for almost every common word in 

English. Usually we eliminate words that are less than 3 

characters and greater than 16 characters, but that will not 

be applicable to tweets. Also most words those are 

available as part of stop words list may have more 

importance in a tweet than in a standard text. Say for 

example the word “but” is very common in English and 

could be removed as a stop word but for a product review 

the appearance of this word differentiates between a 4 star 

and 5 star rating (Say I am satisfied with the product but 

…). So we will have to determine the uncommonly 

common words and then only the list of stop words could 

be decided.  

 
Table 1: List of common positive and negative emoticons used in Twitter 

 

Positive Emoticons Negative Emoticons 

*o* n n *-* *O* * *  

:P :D :d :p :( ;( :’( ;’( 

;P ;D ;d ;p =( ={ ): ); 

:-) ;-) :-) ;-) )’: )’; )= }= 

:<) :>) ;>) =) ;-{{ ;-{ :-{{ :-{ 

=} :) (: ;) :-( ;-( :-( ;-( 

(; :} {: ;} :,( :’{ 

{; :] [: ;] 

[; :’) ;’) :-3  

;-3 :-x ;-x :-X  

;-X :-} ;-} :-] 
 

;-] :-.) 
 

^_^ ^-^  

 

Regular text mining approaches eliminates punctuations 

and symbols but in the case of tweets we have to consider 

Emoticons, which express sentiment polarity more 

effectively than words. So this approach cannot remove all 

the symbols instead it must search for an emoticon based 

on an In-Memory Dictionary or Hash Table and then 

decide about removal of symbols if they are not a part of an 

Emoticon. Emoticons may contain 2 characters, 3 

characters or 4 characters as shown in Table 1. So this 

approach had to concentrate on writing regular expressions 

to filter them out from a bunch of regular symbols. It also 

embeds the WordNet corpus to find the Synonyms and 

Antonyms to effectively identify the words with positive 

and negative polarity.  

 

Architecture pre-processing framework 
 

 
 

The proposed a framework for effective pre-processing of 

Twitter Feeds is as shown in Figure 1. The framework 

consists of four major subdivisions from Acquisition of 

data, followed by two phases of Pre-processing and then 

Evaluation.  

 

Obtaining Twitter Data 
We have used the Streaming Twitter API and the public 

Streams version of it. All the public data flowing through 

Twitter currently could be collected using this Public 

Streams API. Though it is a low latency process it provides 

considerable amount of data to work on when run 

continuously for several hours. Twitter Feeds are accessed 

using the Streaming API and then tweets related to the 

query passed is obtained and the content is piped in to the 

next phase of the pre-processing framework.  

 

Pre-processing Phase 1 

In this phase, the tweets are available as text data and each 

line contains a tweet. Initially we clean up or remove 

retweets as that will induce a bias in the classification 

process. Also we remove the links followed by Hashtags 

which represents the users. We then process tweets that 

contain positive emoticons and those that contain negative 

emoticons. Also there is a possibility of a tweet being 

neutral. We need to remove the punctuations and other 

symbols that don’t make any sense as it may result in 
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inefficiencies and may affect the accuracy of the overall 

process. Also we need to remove tweets that contain both a 

positive and negative emoticons as it may cause a lot of 

confusion as far as automatic classification is considered. 

This results in a clean Twitter Text Corpus which is then 

sent to the second phase of pre-processing. 

 

Pre-processing Phase 2 

In this phase, we tokenize the tweets (split them into 

individual words of importance). Once tokenized, we 

perform one of the most important parts of the text pre-

processing process, which is normalization. Here we 

eliminate repeat letters from words that are put in to 

provide stress or a better context to the tweet. Also we 

normalize the expressions usually used to express laugh, 

sorrow etc. which may contain a series of repetitive 

characters. Then comes the process called lemmatization 

where the core part of the word alone is considered. It is 

different from stemming where stemming is just structural, 

lemmatization is contextual and also takes into account the 

synonyms and antonyms of a given word. After this 

process, we remove the stop words as provided by standard 

stop word corpus. Now the data is ready for evaluation and 

is sent to the next phase.  
 

Sentiment classification techniques. 
 

 

Applications of CSIR in social media 
There are several applications of context sensitive 

information retrieval in the social media. Several other 

possibilities are being explored and commercialized now. 

With a huge mass of people involved in those activities, 

almost there is no limit for the amount of personal and 

private information that is being shared everyday without 

our knowledge. From job profile matching by Human 

Resource Recruiters to Home Land Security, everybody is 

analyzing the social media information for understanding 

and identifying the required patterns. 

 

Job Profile Matching, Job Search  
One of the latest and emerging field and uses of the social 

media has been Human resource recruitment. Offshore 

accounts are monitored and their patterns are analyzed and 

service calls are made to those selective individuals 

requesting them whether they are interested in switching 

over to another company in the same country or other. If 

they are interested they process the request further.  

This process is further strengthened by the current social 

media context as everything including their profile is being 

shared and also the context sensitive analysis could even 

suggest their current loyalty level and state of attachment 

towards the current employer. With such information, the 

act of pursuing them to switch companies will be a walk in 

the park. On the other hand the companies can do this kind 

of analysis in order to identify the potential employees who 

are likely to leave and then encourage them with incentives 

and even counselling if necessary. 

 

Problems in Data Handling  

The problem with this type of analysis is that the content is 

going to be in a wide variety of formats and also in various 

languages. Multilingual context sensitive analysis is one of 

the research issues and further the various formats in which 

a resume or profile will be must be taken into 

consideration. Even the profile information of two persons 

applying for the same job need not be the same. There 

could be a different set of documents related to each of 

their profile.  

We need column store technology and also big data 

processing environment in order to accomplish it. 

Document databases would be the choice because of its 

flexibility in storing a wide variety of data. Map-Reduce 

based processing of information would be the most suitable 

form of analysis as it is massively parallel and also well 

suited for this semi-structured data handling. 



 

~ 51 ~ 

World Wide Journal of Multidisciplinary Research and Development 
 

 

Conclusion 

This paper presents a survey on SA (Sentiment Analysis) 

techniques that was proposed earlier by researcher. This 

overview of Sentiment Analysis focuses on Sentiment 

Polarity implementations, usability and challenges. It also 

delivers conceptual overview of methodology. Sentiment 

Analysis in the preprocessing techniques in social media 

like Twitter, face book, Amazon. Future investigations that 

are discussed may be implemented in the area of sentiment 

analysis. 
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